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Predictive Two-Timescale Resource Allocation for
VoD Services in Fast Moving Scenarios

Wanting Yang

Abstract—With the burgeoning video applications in 5G/B5G,
the requirements for video frame quality and playback smoothness
are equally strict but challenging to satisfy simultaneously, espe-
cially in fast moving scenarios. To tackle this issue, in this paper,
we propose a predictive two-timescale resource allocation scheme
for video-on-demand (VoD) services by leveraging the long-term
channel prediction. The scheme addresses two critical concerns.
One is how to schedule packets over a large timescale to avoid
transmission in poor channel states. The other is how to guarantee
the delay-quality of service (QoS) over a small timescale to satisfy
the high-quality requirements of video services. In the framework
of network slicing, we split the VoD slice into two logical sub-slices to
support the video contents that play immediately after downloading
and the video contents to be pre-cached, respectively. To perform
an efficient resource reservation, we propose a martingales-based
resource estimation method for the video streams with statistical
delay-QoS requirements. Based on this, our scheme is divided into
two stages. First, on the time scale of prediction time slots, we
propose a low-complexity heuristic algorithm to find a spectrum-
efficient video delivery pattern. Then, in each transmission time
interval, we develop a utility theory based resource allocation
algorithm to balance the metrics of spectrum efficiency, fairness,
and delay-QoS. The simulation results demonstrate the capability
of the QoS guarantee and the promising gain of spectrum efficiency
brought by our scheme.

Index Terms—Predictive resource allocation, martingales
theory, VoD, spectrum efficiency, delay-QoS guarantee.

I. INTRODUCTION

N THE five-generation (5G) and beyond 5G (B5G) eras,

many new types of video on demand (VoD) services
have emerged, such as 4 K/8 K ultra-high-definition videos,
high-frame-rate videos and 360°/720° degree virtual reality
videos [1]. To guarantee the impressive details of these videos,
a stable communication link with a high data rate has to be
maintained. As we all know, the achievable transmission rate
is highly dependent on the distance between the user and the
base station (BS). Hence, for the user in a running vehicle, its
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resource demand is bound to vary over time for satisfying the
requirements on the video quality level and smooth playback.
Moreover, since the initial position, the driving direction and the
speed of each user are independent of each other, the variations in
the total resource demands become more random in a multi-user
scenario. Therefore, itis challenging to satisfy all users’ resource
demands under limited system bandwidth in the radio access
network (RAN) slicing architecture.

Fortunately, thanks to the advanced techniques of big data
analysis (BDA), the large-scale channel can be predicted ac-
cording to the trajectories of the users in running vehicles. By
leveraging the long-term channel prediction, the time-frequency
resources can be foreseeingly and strategically allocated to
individual users. Therefore, the predictive resource allocation
(PRA) scheme has been recognized as a promising method to im-
prove the quality of service (QoS) and enhance spectrum/energy
efficiency (SE/EE) in VoD transmissions.

In [2] and [3], the PRA has been proved efficient in reduc-
ing resource consumption for VoD services. The basic idea
of PRA is to take full advantage of the good channel states
to deliver more VoD contents and avoid low-SE/EE transmis-
sion in the poor channel states. The idea is clear but there
are still some tricky issues to be dealt with, as described
below.

e Firstly, evaluated at any moment, the channel states of
different users are independent and diversified. One user
is suffering from poor channel states while another may
be enjoying good channel states. Unlike real-time video
services, the VoD contents can be transmitted in advance,
which creates big space for the optimization of resource al-
location. Considering the limited resources, how to jointly
design the multi-user video delivery pattern to maximize
the average EE/SE of the system within a long term is still
an open issue.

e Secondly, the delay-QoS requirements of the emerging
VoD services have become stricter. However, the existing
works about the PRA only optimized resource allocation
on a large time scale, and the resource consumption was es-
timated roughly according to historical average data rates.
Due to the high speed of vehicles, the small-scale channel
fading envelope fluctuates in the millisecond scale. Thus,
the channel gain in each transmission time interval (TTI)
may differ from the predicted average channel gain. How
to deal with the small-scale channel fading to meet strict
delay-QoS requirements is still a puzzle for the realization
of the PRA.
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¢ Thirdly, in the PRA, some VoD contents may be delivered
well in advance of its playback time. As a result, the
delay deadlines of the packets involved are considerably
extended. In this sense, the delay-QoS requirements of
these packets become looser, which means that these pack-
ets require relatively smaller bandwidth and could con-
tribute to higher SE through well-designed resource alloca-
tion scheme. Nevertheless, the existing works ignored the
difference in the delay-QoS requirements between these
two types of packets (i.e., packets delivered on time and
packets delivered in advance). How to allocate resources
reasonably in each TTI to guarantee diverse delay-QoS in
a spectrum-efficient way remains blank.

For tackling the above challenges, we propose a predictive
two-timescale resource allocation scheme. Motivated by the
network slicing architecture (where the services with differ-
ent QoS requirements are supported by different slices), we
split the VoD slice into two logical sub-slices supporting the
video contents that play immediately after downloading and
video contents to be pre-cached, respectively. On this basis, our
scheme can be divided into two stages. In Stage 1, a statistical-
QoS-aware delivery pattern reconfiguration (DPR) algorithm is
proposed based on the long-term channel prediction. It operates
in a mobile edge computing (MEC) server at the beginning of
the prediction window (PW) and determines how many video
packets to be transmitted in a sub-slice in a prediction time slot
(PTS). In Stage 2, adelay-sensitive resource allocation algorithm
is proposed to complete the physical resource block (PRB)
allocation for the sub-slices in each TTI by jointly considering
the historical transmission information and the instantaneous
channel states. The contributions of this paper are summarized as
follows:

e We propose a martingales-based resource estimation
method to evaluate the minimum number of PRBs required
in a PTS for transmitting a specific VoD flow. In this
method, the features of time-varying wireless channels and
the data flow are characterized in the perspective of martin-
gales. By constructing a supermartingale for the delay, the
minimum PRB consumption is studied with considering
the impact of statistical delay-QoS requirement on the
scheduling decisions.

e Relying on the martingales-based resource estimation
method, we formulate the large-timescale DPR algorithm
as a SE maximization problem. The constraints of this
problem characterize the requirements of smooth playback,
high quality of each video frame, and good isolation of
the VoD slice. This is a high-dimensional non-convex
optimization problem. To solve it, we propose a low-
complexity heuristic algorithm to find a three-dimensional
delivery pattern with high SE and the guarantee of statisti-
cal delay-QoS.

e We formulate the small-timescale PRB allocation algo-
rithm as a binary integer programming problem based on
utility theory. The utility function is related to the metrics of
SE, delay-QoS, and fairness. Then, we provide an iterative
algorithm to solve this problem and make a PRB allocation
map. By jointly considering the queue length, the delay, and
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the instantaneous channel states, the algorithm achieves a
satisfactory overall system performance.

The paper is organized as follows. Section II introduces the
related works. Section III describes the system model and the
overview of our scheme. The problem formulation and the
solution algorithms of the two stages are detailed in Section IV
and Section V, respectively. Section VI shows the performance
of our proposed scheme. Section VII concludes the paper.

II. RELATED WORKS
A. Video Packet Scheduling and Resource Allocation

In recent years, with the development of multimedia technol-
ogy, the major concerns of the research about wireless video
transmission evolve gradually. The authors of [4] introduced a
content-aware quality index to evaluate the quality contribution
made by the successful transmission of a packet. Then they
formulated an optimization problem aiming to maximize the
perceived video quality by a synthetic consideration of video
contents, multiuser packet scheduling, and wireless resource
allocation. The authors of [5] considered the stochastic nature of
wireless channels and expended the evaluation of video quality
to a random field which is characterized by the cumulative
distribution function (CDF) of video quality. Then, they studied
the power allocation algorithm to satisfy the lower bound of
target video quality.

Later, with the explosively growing traffic demands for mul-
timedia applications, QoS guarantee in video communications
becomes challenging due to the scarcity of radio resources.
Hence, the scheduling scheme conceived for dynamic adaptive
streaming over HTTP (DASH) has drawn more and more re-
searchers’ attention. In [6], the authors proposed a video packet
scheduling scheme to minimize stalling probability based on
Markov decision process for DASH, in which the effect of the
current resource allocation decisions on the likelihood of future
stalling was considered. In [7], based on the utility theory, the
authors proposed a utility-based dynamic adaptive multimedia
streaming scheme. In each scheduling interval, the scheduling
policy was co-determined by quality utility, power consumption
utility, packet error ratio utility, and remaining battery utility.

Meanwhile, Lei Xu et al. resorted to the heterogeneous cog-
nitive networks to alleviate the pressure of resource scarcity.
In [8], they formulated the joint video scheduling, subchannel
assignment and power allocation problem in heterogeneous
cognitive networks as a mixed-integer non-linear programming
problem. Then, they proposed a packet scheduling scheme based
on the auction theory to maximize the video quality for each
secondary users. In [9], they further improved their work based
on the non-orthogonal multiple access to enhance SE. They
also proposed a video packet scheduling scheme with stochastic
QoS for heterogeneous cognitive networks, in which the CDF of
video quality was analyzed. However, none of the above works
considered the long-term channel prediction technique. As a
result, the existing resource allocation scheme did not take full
advantage of the optimizable space for VoD transmission. They
mainly guaranteed the smooth playback at the cost of sacrificing
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video quality, which may be not suitable for the emerging VoD
services in 5G/B5G eras.

B. Predictive Resource Allocation

Nowadays, the BDA-based channel prediction technique pro-
vides a large space for the PRA scheme to improve QoS and
SE/EE of the system with non-realtime VoD services. In [10],
Hossam S. Hassanein et al. first proposed the predictive green
wireless access (PreGWA) scheme based on the ideal prediction
of achievable data rates and then demonstrated effectiveness of
the PreGWA scheme in improving energy efficiency through
simulations. On the basis of this PreGWA scheme, they fur-
ther put forward the robust PRA algorithms under the imper-
fect prediction of achievable data rates relying on the chance-
constrained programming in [2], [11]. Besides, the particle filter
and Kalman filter were adopted to track the channel states
during the prediction processes, respectively. In recent years,
they investigated the PRA under the two-dimensional imperfect
prediction of data rates required by users and network resources
provided by the system [3], [12]. Unfortunately, the above PRA
schemes failed to guarantee critical delay-QoS requirements
since the randomness in the resource allocation was neglected.
Furthermore, all their proposed PRA algorithms only focused
on the VoD delivery pattern on the time scale of seconds and did
not study the specific PRB allocation scheme. In [13], Margolies
et al. proposed a predictive finite-horizon proportional fair
framework in which the user was scheduled in the time slots
with the good channel states. In [14], a new cross-layer transport
protocol was put forward to minimize system utilization. Both
of them can only avoid the video freezing, but cannot guarantee
the specific delay violation probability or the specific video stop
probability.

Besides, the long-term channel prediction can also be applied
to DASH to assign the quality level of each video segment
for saving energy [15], [16], and improving the quality of
experience [17], [18]. In [19], the information of user mobility
prediction was utilized to support seamless operation in Named
Data Network by storing the data needed in the caches before
the producer’s handover. The authors in [20], [21] and [22] all
focused on the small cells. In [20], Abou-Zeid et al. used a utility
function to improve user fairness over multiple cells through
the long-term resource allocation. In [21], Guo et al. proposed
a two-threshold-based algorithm that employed the cell-level
coarse-grained information to achieve a spectrum-efficient re-
source allocation. Furthermore, in [22], they further designed
a deep neural network in an end-to-end manner to predict the
knowledge of two thresholds of channel gains for making a
decision, which could adapt to traffic variation and user mobility.

III. SYSTEM MODEL AND SCHEME OVERVIEW

A. Scenario Description

As shown in Fig. 1, we focus on a single cell with a roadside
BS and multiple users using online VoD services in the vehicles
moving along the roads. The set of VoD users is defined as
M={1,2,...,4,...,M}, where i (1 <i < M) denotes the

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 70, NO. 10, OCTOBER 2021

Core ﬁ
Network

remote remote

server server

Fig. 1. Scenario description.

user index. Assume that the historical information about the
users’ driving speeds and the road traffic is stored in the MEC
server deployed at RANs. Furthermore, we assume that the
users’ trajectories within the PW can be predicted by the MEC
server with BDA technology. The PW is divided into 7" PTSs.
The set of the 7' PTSs is denoted by 7 = {1,2,...,¢,...,T},
where ¢ denotes the index of PTSs. The average channel gain ex-
perienced by each user in each PTS can be obtained by mapping
the predicted trajectories to the Radio Environment Map [2] [23].
Accordingly, the average achievable data rate within each PTS
for user ¢ can be calculated and is denoted by 7; ; [bits/s/Hz].
Hence, the two-dimensional matrix R = (Fig:i€M,teT)
can be known by the MEC server at the beginning of each PW.!

B. VoD Traffic Model

In the VoD communication scenario, the VoD contents stored
in the remote servers is usually partitioned into small chunks
containing the same number of frames [24]. Each frame can
be encoded into several VoD packets with the length of L for
the transmission in the network. When the user successfully
receives all the packets belonging to a video frame, the video
frame will be decoded and played. In this sense, the packets
belonging to one frame have the same delay deadline; the delay
deadline difference for any two consecutive frames equals the
time interval between the two frame playbacks [9]. If the delay D
of a packet exceeds the delay deadline, its corresponding video
frame will be distorted or the playback of the video frame will
be delayed. If there are many packets whose delay exceeds the
delay deadline, the video will stutter. In this paper, the allowable
delay bound of each packet in the same sub-slice is assumed to
be same.? More details about the sub-slice will be introduced
in the later sub-section. Obviously, the smaller start-up delay
means the smaller allowable delay bound [25]; the precise quan-
titative relationship between the two is not analyzed in this paper.
We assume that the wireless link is the bottleneck, and hence
the waiting time to be scheduled in the BS is regarded as the

!'The achievable data rate is related to both bandwidth and transmitting power.
To facilitate the analysis, we assume that the transmitting power of BS is constant
and aim to conceive a spectrum-efficient scheduling scheme.

2 Actually, the allowable delay bounds of these packets are slightly different,
as the packets corresponding to the same frame will arrive at the BS in different
TTIs. However, because of the presence of start-up delay, the allowable delay
bounds of packets can be approximated as the same.
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TABLE I
THE MAIN SYMBOLS AND NOTATIONS

Symbols [ Notations

Tt The average achievable data rate for user ¢ in PTS ¢

L The length of a data packet

151-7,, The number of packets involved by the video contents
played in PTS ¢ for user %

TPTS The length of a PTS

Pproax The total number of the available PRBs in PTS ¢ within
the VoD slice

P{ The number of packets to be transmitted to user 7 through

sub-slice g in PTS ¢

ti The PTS in which the transmission of VoD contents
required by user ¢ in the PW ends

The allowable delay bound of the packets transmitted to
user ¢ through sub-slice ¢

= The maximum acceptable DVP for user 7

Dm{

w;{n The indicator variable representing whether is assigned to
sub-slice ¢ of user i

A;{t(o, k)|| The number of cumulative arrival packets for sub-slice ¢
of user ¢ until TTI k in PTS ¢

Sf’t(O7 k)|| The number of cumulative served packets for sub-slice ¢
of user ¢ until TTI k in PTS ¢

ngt(k) The total number of the packets arriving and still waiting
in the buffer for sub-slice ¢ of user ¢ until TTI & in PTS ¢

Ugn(k/) The utility function for PRB n to be allocated to sub-slice
q of user i in TTI k’, where k¥’ =k + (¢t — 1) TpTs

rin (E') || The instantaneous data rate for user ¢ in TTI k' on PRB n

QI(K") The queue length for sub-slice g of user ¢ in TTI &k’

DI(K") The delay of the first packet in queue of sub-slice g of

user % in TTI &k’

delay of the packet. Frequently used notations are summarized in
Table I.

C. Scheme Overview

In our scheme, the remote servers receive the VoD user
requests and deliver all of the video contents to be played in
the PW to the MEC server. Assume that the MEC server knows
the number of packets corresponding to the VoD contents to
be played in each PTS for each user, which are constructed as
P= (If’i,t i € M,t € T)[6]. Then, amulti-user strategic VoD
delivery pattern P can be reconfigured from P according to R at
the beginning of the PW. After that, the MEC server deliveries
the video packets to the BS according to the delivery pattern
P. Then the BS transmits the packets received to the multiple
users in the timescale of TTI according to the instantaneous
channel states. In the rest of this subsection, we will introduce the
motivations and analytical models of our two-timescale scheme
in detail.

1) Predictive DPR: The DPR algorithm can be treated as an
algorithm of resource pre-allocation in the large timescale. Its
objective is to reduce the total transmission time of the VoD
contents and to achieve higher SE. It is known that the bad
channel state tends to cause low SE. Hence, the idea behind
the DPR is to convert the transmission with strict delay-QoS
requirement in the PTSs under bad channel states into the
advance transmission with loose delay-QoS requirement in PTSs
under good channel states as much as possible. Without loss of
generality, we assume that the VoD slice is allocated a separate
frequency band to ensure the isolation among the VoD and other
services [26]. In addition, the total number of available PRBs
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within a PTS is assumed to be a constant, which is denoted
by ®™#*. We take an example of two users to illustrate the
method of DPR,? as shown in Fig. 3. Fig. 3(a) shows how
the average achievable data rate within each PTS varies with
the user’s distance from the BS. Fig. 3(b) shows an example of
the reconfigured delivery pattern of the DPR. Fig. 3(c) shows the
illustration of the time-frequency resource consumption of the
DPR. Take user 2 as an example. For taking full advantage of the
better channel states, the packets that should be transmitted after
PTS 34 are scheduled to be transmitted in advance in PTS 30 to
PTS 33, as shown in Fig. 3(b). Consequently, the transmission
can be completed before the end of the PW, as shown in Fig. 3(c).

In our problem, we denote the index of the PTS when
the transmission for user 7 terminates as ;. The VoD pack-
ets are divided into two types: the packets related to video
contents that play immediately after downloading, and the
packets related to the pre-cached video contents to be played
after PTS #;. In this way, the VoD slice can be naturally di-
vided into two sub-slices which support these VoD packets
with different delay requirements, and are denoted by ¢ =
1 and g =2 accordingly. Therefore the reconfigured deliv-
ery pattern can be constructed as a three-dimensional matrix
P=(P/,:ie M,t€T,q€{1,2}), where P/, represents
the number of packets delivered in PTS ¢ through sub-slice ¢
to user 7. And we denote the PRB consumption of sub-slice ¢ of
user ¢ in PTS ¢ by & ,.

To guarantee the video frame quality, the packets in different
types of frames are given with the same importance. Considering
the stochastic nature of wireless channels, the delay violation
probability (DVP) (i.e., Pr{D{ > Dm{}) is utilized to evaluate
the video quality experienced by users qualitatively. During the
large-timescale DPR, it is known that the video quality can be
guaranteed by meeting statistical delay-QoS requirements, i.e.,
Pr{D] > Dm?} < ¢,;, where ¢; represents the maximum user-
acceptable DVP for user .

2) Packet Scheduling and Resource Allocation: The small-
timescale resource allocation can be treated as the implemen-
tation of the reconfigured delivery pattern in each TTL In this
work, we assume that each user has two logical links for the two
sub-slices, each of which is modeled as a discrete-time queueing
system with First-In-First-Out service discipline (as shown in
Fig. 4(a)). SE, delay-QoS and fairness are the main factors in the
design of an allocation policy [27]. To achieve a balance of the
three metrics, the cross layer information including the instan-
taneous channel states in the physical layer and queue length
information in the media access control (MAC) layer are all
considered in the resource allocation in each TTI. Since one PW
consists of 7' PTSs and one PTS consists of & TTIs, as shown in
Fig. 2, the kth TTI within PTS ¢ is the k'th TTI within the PW, and

3For ease of exposition, it is assumed that the video contents played in each
PTS have the same amount of data in Fig. 3.
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K =k+ (t—1)K. Let (k") and s!(k’) denote the number
of packets arriving and being served in the queue of sub-slice
q in TTI &/, respectively. Then, the number of cumulative ar-
rival packets is denoted A7 (0, k'), i.e., A7(0, k') = Zﬁ/:o al(z).
The number of cumulative served packets is denoted by
S10,k),ie., SI(0,K) = Z’;/:O s!(x). Thus, the queue length
can be expressed by Q7 (k') = supy~o{A¥(0, k") — S(0,k")},
where sup{-} represents the supre;num operator. The value
of s!(k") is determined by the PRB allocation map ¥ =
(Ui, i€ M,ge{l,2},n € N), where N' = {1,2,..., N}
denotes the set of these available PRBs, and N represents the
total number of the available PRBs in each TTIL. If PRB n is
assigned to sub-slice ¢ of user i, d’?,n = [; otherwise, Zn =0.
Assume that the frequency division duplex is supported and a
PRB occupies 180 kHz in the frequency domain and lasts for
1 ms in the time domain.

IV. LARGE-TIMESCALE DELIVERY PATTERN
RECONFIGURATION ALGORITHM

In this section, we will focus on the design of the DPR
algorithm. The primary step of the DPR design is to uncover the
relationship between the number of PRBs <I>?7t and the number of
the packets Pgt. However, due to the random nature of the wire-
less channel, this relationship is non-linear, complex and difficult
to characterize. In this paper, we utilize the martingales-based
method to handle this issue. Before deriving the relationship
between Pgt and @g)t, we first introduce the statistical delay
analysis model based on martingales theory. To avoid notational
confusion with the small-timescale resource allocation, the TTI
is indexed by j in this section, where j € [0, c0).

— Subslice2
User 1
an y _ ~— Sub-slice 1
8 9 30 3334 38(4) PTS
: : Sub-slice 2
. User 2

y Sub-slice 1

56 30 33 34(1, PTS
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A. Preliminary

First, we revisit some important martingale-related definitions
in the following.

® Definition 1 (Supermartingales): A discrete-time su-
permartingale process is stochastic process X (j),j =
1,2,..., that satisfies
- B[X(j)] < =,
- EX(H+1DX(1),X(2),...

forany 5 > 1.

® Definition 2 (Arrival-Martingales) [28]: The arrival pro-
cess of a data flow admits arrival martingales if there is
a Ka > 0 and a function ha : rng(a(k)) — R™ for 6 > 0
such that the process

Ma(j) = ha(a(k))e’ A=K >0 (1)

X ()] < X()

is a supermartingale.

® Definition 3 (Service-Martingales) [28]: The service pro-
cess admits service-martingales if there is a Ks > 0 and
a function hs: rng(s(j)) — R for > 0 such that the
process

Ms(j) = hs(s(j))e’UKs=5©:1) 5 >0 )

is a supermartingale.

In the definitions, the notation rng(-) stands for the range
operator. The parameters Ka and ha (Ks and hs) implicitly
depend on 6. For brevity the augmented notation Ka(6) and
ha(6) (Ks(0) and hs(#)) are omitted in this paper.

The parameter ha(a(j)) (hs(s(j))) reflects the correlation of
the stochastic variables a(j) (s(j)) in arrival (service) process.
The parameter Ka (Ks) determines a linear envelope for the
process of A(0, j) (S(0, 7)), as shown by the blue dashed line in
Fig. 4(b). The exponential transform determines the decay rate
of queuing metrics, which assigns more weight to larger arrivals
(smaller services).

According to the stochastic delay analysis model in stochastic
network calculus [29], the queue delay can be defined by

D(j) :=min{x > 0]A(0,j —x) < 5(0,7)}. 3)

As shown in Fig. 4(b), the queue delay is exactly equal to the de-
lay of the first packet in the queue. According to (3), (D(j) > z)
and (A(0,j — x) > S(0, j)) are equivalent. Let Dm denote the
allowable delay bound. Thus, the DVP can be expressed by

Pr{D(j) > Dm} =Pr{A(0,j — Dm) > S(0,5)}. (4)
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Relying on arrival(service)-martingales and the analysis
of (4), we can construct a supermartingale for the delay of a data
flow, and then yield the DVP via the optional stopping theorem
for supermartingales. During the analysis, the parameter 6 is
related to both arrival-martingale and service-martingale. The
value of 6 is affected by the maximum user-acceptable DVP ¢
and it can be treated as a QoS exponent. The DVP is given by
Theorem 1 [28].

Theorem 1: For one data flow, assume that its arrival process
and service process are statistically independent. Additionally,
as the queue stability condition, assume that

0:=sup{ >0:Ka< Ks}. (5)

If the arrival process and service process admit the arrival-
martingale and service-martingale respectively, then the DVP
holds for

Elha(a(0))]E[hs(s(0))] —sksom
7 ,

Pr {D(k) > Dm} < 6)

where

H = min {ha(a(j))hs(s(j)) : a(j) —
Proof: Please see Appendix A.

s(j) > 0,5 = 0}.

B. Martingale-Based Resource Estimation

In this subsection, we study the relationship between P},
and @7 ;. First, based on the martingales theory, we derive the
minimum average bandwidth that can support the statistical-
delay-QoS constrained transmission for a given arrival process
in a PTS .* Then, the PRB consumption is calculated according
to the minimum average bandwidth and the predicted average
achievable data rate.

As the VoD flow is from wireline network, the arrival process
of a sub-slice is treated as a determinate process. In this case,
the number of the arrival packets in the queue of sub-slice ¢ of
user 7 in TTL k in PTS # (i.e., a] ,(k)) equals the value of packet
arrival rate which is calculated as Pft /TpTS, Where Tprs is the
length of a PTS in units of TTIs. Thus, ha(a; ,(k)) should be
a constant, and, by the definition of supermartingale, Kaﬁt >
(P{;/mprs) must be satisfied to ensure that the expression in
(1) is supermartingale. Therefore, without loss of generality we
take ha(aj ,(k)) = 1 and Ka!, = P/, /mprs.

For the service process, considering the time-varying channel
states and the downlink scheduling policy, we assume that the
service rate 53715 (k) follows the independent identical distributed
(IID) Poisson distribution with the parameter )‘;‘I,t across TTIs
within PTS ¢. Under this assumption, A{ , also represents the av-
erage service rate for user ¢ in PTS ¢ through sub-slice ¢. In order
to support a video flow with a specific statistical delay-QoS re-
quirement, we utilize the service-martingale framework to derive
the value of Aq From [28], for the IID service processes, when

hs{,(s{ (k) lsaconstantandE[ 05009 = ¢ 01K e

4In our analysis, we assume that the queue length within each PTS achieves
steady states. The initial queue length (i.e., the impact of delay in the preceding
PTS) does not affect the distribution of the queue length and delay within the
next PTS.
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service-martingale process admits supermartingales. Thus, we
take hs! ,(s?,(k)) = 1 and Ks], can be expresses by

loc Ele %t —1 A e ¥l —1
Ks!, = =% le | Rl )

q q
ei,t ei,t

To ensure the stability of queue, according to (5), we have
Ks!, = Kaj ,, which is given as

P, )‘g,t (e_ég't - 1)
Lo ®)
TPTS Gi,t

It can be seen from (8) that é , has to be calculated first for
obtaining the relationship between Pq and Aq According to
(6), the constraint of the DVP for one sub slice can be expressed
by

9” 2 Dmfl [ Tprs <e )

In order to save resources, we focus on the upper bound of the
inequality (9). The QoS exponent 937,5 defined in (5) is taken as

A —TPTS In E;
e a0
Then (8) can be rewritten as
In E;
Mak) = ——— (11
Pg‘S ql
<e P bmy 1) Dm!

Now, the equality (11) characterizes the relationship between
the number of packets P;; and the average service rate A; ;.
Next, we turn to studying the relationship between Pq and <I>q
Considering the predicted average achievable data rate Tits the
total number of the PRBs consumed (i.e.,@?)t) in each TTI is
given as

Aq L

Y, = Tprs =

it (12)
' T, tBPRB

where Bpgrp denotes the size of a PRB and is equal to 180
[Hz - s]. According to (8) and (10), (12) can be rewritten as

<I)q o TstLln E;
ot TPESIH?
e pPi,Dmi

which is written as @], = f(P/,) for brevity. Fig. 5 shows
the comparison between the analytical and simulation results in
terms of the DVP in different system loads (i.e., P, (A{ , - 7prs))
for the video flows with different frame rates. The allowable
delay bounds of the video flows with the frame rates of 240 fps,
120 fps, 60 fps, and 25 fps are approximated as 4 ms, § ms,
16 ms, and 40 ms, respectively. The analytical results in Fig. 5
are obtained by the martingales-based analysis (i.e., the left hand
of inequality (9)). For the simulation results, we simulate the
transmission process for dozens of PWs, during which the DVP
is recorded according to different allowable delay bounds. From
Fig. 5, the analytical results and simulation results match well,

(13)

q>»

1) 7.+ BpreDM;
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delay violation probability

0.8 0.85 0.9 0.94
system load

Fig. 5.
the DVP.

Comparison between the analytical and simulation results in terms of

which verifies the accuracy of the martingales-based delay anal-
ysis and demonstrates the feasibility of the martingales-based
resource estimation method we proposed. From Fig. 5, it also
can be seen that the VoD flows with stricter delay requirements
require higher service rates.

C. Problem Formulation

In order to achieve high SE, we take the user demands P
and the predicted average achievable data rates R. as known
parameters and formulate the DPR into an optimization problem
to find the optimal delivery pattern P, which is shown as below.

Et_lz Pzt - (14)
P t Et—l Zz—l Z 1Py
t t
st.Y Ply>> P Vie Mvte{1,2,...1;} (l4a)
t'=1 t'=1
i 2
Y > p ZPM, Vie M (14b)
t=1 g=1
!, =f(P,), VieM\VteT, Vge{l,2} (l4c)
M 2
> D o < oem vee T  (14d)
i=1 q=1
P, >0, Vie M\Vte T,Vge{1,2}  (l4e)
ti=max{t;[t; € T,P!, >0} VieM (14f)

The objective function evaluates the average SE within the
PW. The numerator of the objective function represents the total
data amount of all the VoD packets required by the users in the
whole PW. The denominator of the objective function represents
the total PRB consumption. The constraints in (14a) ensure the
smooth video playback for user ¢, which requires that the cumu-
lative number of the packets delivered in sub-slice 1 is more than
or equal to the number of packets corresponding to the total VoD
contents to be played until PTS ¢. The constraints in (14b) ensure
that the cumulative number of VoD packets transmitted to user ¢
until PTS #; is equal to the total demands in the PW of the user.
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Since the video contents transmitted in sub-slice 2 will be played
after PTS fi, the transmission in sub-slice 2 does not affect the
smoothness of video playback. The constraints in (14c) represent
the functional relationship of @7, and P/, for given Dm{ and
€;, which is derived in Subsect10n A. The constraints in (14d)
represent the limitation of total PRB consumption of all users
in one PTS. Therefore, if the constraints in (14¢) and (14b) are
satisfied, the DVP constraint Pr{ D], (k) > Dm{} < ¢; can be
satisfied as well. The constraints in (14e) ensure the nonnegative
feature of Piq)t. The constraints in (14f) represent that PTS t;isthe
PTS in which the transmission of user ¢ in sub-slice 1 terminates.

D. Heuristic Solution Method

In this section, a low-complexity heuristic algorithm is
proposed to find a real-time feasible solution to the high-
dimensional optimization problem in (14). The heuristic algo-
rithm consists of two phases. The first phase focuses on satis-
fying the QoS constraints, and it is so called QoS provisioning
phase. The second phase focuses on optimizing the SE, and it is
so called SE optimization phase. The flowchart of the two-phase
algorithm is depicted in Fig. 6. The details about the algorithm
are described as follow.

1) QoS Provisioning Phase: Due to the fast movement of
users, the total resource consumption may vary significantly over
time as shown by the yellow curve in Fig. 3(c). In this sense, the
constraints in (14d) may be violated in some PTSs. To handle
this issue, some video contents in these PTSs must be delivered
in advance. Based on this idea, we design the QoS provisioning
phase, the main steps in which are shown as below.

Step 1 (Initialization): The delivery pattern P is initialized
according to the video contents played in each PTS, i.e., Pz ;=
Isiﬁt and Pi%t =0.

Step 2 (Checking): The goal of Step 2 is to check if there
are any excessive packets in PTS ¢ that need to be transmitted
earlier to a preceding PTS 3 for satisfying the constraints in
(14d). According to (14c), estimate <I>117t. Define ®; as the total

PRB consumption in PTS ¢, and calculate ®; = Zf\il <I>11»’t. The
inequality ®; > ®™* means that the constraints in (14d) will
be violated. If it happens, go straight to Step 3. Otherwise, check
PTS t — 1. The reverse order of checking PTSs (i.e., from PTS
T to PTS 1) is adopted to prevent the re-check, because moving
excessive packets to a preceding PTS ¢’ may cause a new QoS
constraint violation in PTS ¢'. When ¢ = 1, if ® is still larger
than @™, it means that there is no chance to satisfy the QoS
constraint, then the whole QoS provisioning phase terminates.

Step 3 (QoS provisioning): The goal of Step 3 is to ensure that
the constraints in (14d) is satisfied when ®; > &™&* In this step,
the QoS provisioning algorithm (i.e., Algorithm 1) is performed
to determine which users’ video contents to be moved to the
preceding PTS (i.e., PTS ¢t — 1 in our algorithm) and how much
to be moved. Accordingly, update the delivery pattern in PTS ¢
and PTS ¢ — 1. Then go back to Step 2 to continue to check PTS
t—1.

SHere, “move excessive packets in PTS ¢ to a preceding PTS ¢'” means that
the packets that should be transmitted in PTS ¢ are scheduled to be transmitted
in PTS ¢'.
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Fig. 6. The flow diagram of the heuristic algorithm.

Next we go into details about Algorithm 1 in Step 3. The main
concern of this algorithm is how to satisfy the constraints in (14d)
with as few iterations as possible but without compromising on
SE. Naturally, the average datarates in PTS ¢ — 1 may be smaller
than those in PTS ¢ for some users. To avoid degrading the SE,
we first divide the users into two sets according to the variation
tends of data rates. If 7, /7; + > 1, put user 7 into set MO,
otherwise put user ¢ into set M?!. Here, the users in M© are to
be selected first, and their packets are moved to the preceding
PTS.

Let A®y = &, — & Foraselected useri*,if A®y < @, ,,
some of its packets (that should be delivered in PTS ¢) are moved
to PTS ¢ — 1 so that the updated ®; equals ®™**. As a result, all
the constraints in (14d) are satisfied, and Algorithm 1 terminates.
IfAD, > <I>,1;*,t, all of its packets are moved to PTS ¢ — 1.5 Then,
the next user is selected, and its packets are moved. The above
process is repeated until ®, = ®™2%, In addition, in the set M°
or M, the user calling for more PRBs is to be selected first for
reducing iterations. The user selection rule is shown in Lines
4-8. The calculation procedure for the number of these moved
packets is outlined in Lines 9-18.

2) SE Optimization Phase: After the QoS provisioning
phase, if there exist surplus PRBs, the SE optimization phase is
implemented. Its key idea is to transmit the partial video contents
through sub-slice 2 in advance in each user’s good-channel-gain

6 Actually, the delay requirements also become looser for the packets moved to
preceding PTSs in QoS provisioning phase. However, this phase is only operated
for a few special cases. Even with the occurrence of ®; > ®™2* in some PTSs,
the number of packets to be transmitted in advance is relatively small. Hence,
in order to simplify the operation of MEC server and user device, this partial
video contents are not allowed to be transmitted as a separate video stream in
sub-slice 2, so that the continuity of serial numbers can be maintained during the
reading and storing of video contents. Although there will be some wastage of
resources caused by the over-guaranteed delay-QoS for sub-slice 1, we believe
that these small amounts of wasted resources are acceptable.

PTSs as much as possible. The main steps in this phase are shown
as below.

Step 1 (Initialization): Build an individual PTS set 7, =T
for each user ¢ € M, which contains all the PTSs waiting for

optimization.

Step 2 (Selection): Considering the optimal de-
livery pattern can be obtained by fully utilizing
the good channels of each wuser,/ a set Toax =

{th ot o = argmaxy,e7; {T; ¢ },Vi € M} is built based
on R in each iteration, where ¢!, is the index of the PTS with
the highest predicted achievable data rate for user ¢ within set
T;. The delivery pattern in all the PTSs in set Ty, Will be
optimized next.

Step 3 (Ordering): It is known that optimizing the delivery
pattern in the preceding PTSs might provide more surplus PRBs.
This facilitates the earlier completion of VoD transmission in the
PW, especially for the users whose peak-data-rate PTSs are near
the end of the PW. Hence, in this step, the PTSs in set 7Ty, are
arranged in the ascending order of PTS index. In other words,
go to Step 4 starting by the PTS with the smallest index in set
7;!1&)('

Step 4 (SE Optimization): Perform the SE optimization algo-
rithm (i.e., Algorithm 2) for each PTS ¢! . and the correspond-
ing user 4 in turn. Then, PTS ¢, _is removed from the set 7;. If
more than one user has the same ¢, _, Algorithm 2 is performed
for the user with the smallest index in this paper. If the delivery
pattern of user 4 has been optimal,® user i is removed from user
set M. After handling all the PTSs in set Tpay, if M =, the

heuristic algorithm terminates, otherwise, go back to Step 2.

7Since the heuristic algorithm is developed based on intuition and experience,
the delivery pattern found in the our heuristic algorithm may be not the optimal
one.

8The optimal delivery pattern for one user in our heuristic algorithm is that all
subsequent video contents are transmitted within the user’s peak-channel-gain
PTS.
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Algorithm 1: QoS Provisioning Algorithm.

Algorithm 2: SE Optimization Algorithm.

Input:
delivery pattern P ;. 7«2, predicted average
achievable data rates R/ «7, PRB consumption
limitation ®™#*, PRB consumption ®;, PTS ¢

Output:
delivery pattern P ps 7«2,

1: Divide users into two categories:

MO = {ili € M, 741 /Fip > 1}
M = {Z‘Z S M,’Fi’tfl/fi’t < 1}

2: Ady =P, — pmax

3:  while A®, > 0do

4: MO #£ ) & max{®], : i € M°} # 0 then
5: i* = argmax;c o {®} , }

6:  else

7 i* = argmax;cng {9}, }

8 endif

9: Py +— ‘I)Z* it
10: @), « max{(I)Z* , — AP, 0}
11: A<I>t — max{A@t Dy, 0}
12: Py + .le7

13: Update the value of P\ , basedon P} , = f~'(®}. ,)
14:  if¢ > 1 then

15: P*t 1<_Pil*.t71+(P0_Pil*,t)
16: else '

17: Ad, + 0

18: end if

19:  end while

Now, we elaborate on Algorithm 2 and the criterion for deter-
mining whether the delivery pattern of a user achieves optimality
in Step 4. Algorithm 2 consists of two parts. One is to determine
the number of packets delivered to user i in PTS #¢ . via sub-
slice2, (i.e., P2 - Let AP2 denote the maximum number

of the packets supported by the surplus PRBsinPTS ¢ __, which
is calculated as APf = [THA®nax). If AP?,, s less
than the total number o?‘xthe packets intended to dehver in the
PTSs after PTS ¢! . within 75, (i.e., APit;MX < ZheTC P} '

max
where T.C = {t € Ti|t > ti Z,l,t > 0},) we have Pfﬂ =

APZ2 b Otherwise, we have P2 " =3 heTC Pz - The : spe-
cific procedure is outlined in Lines 2-5. The second part in
Algorithm 2 is to update PTS #; according to the value of P2 ,
which is outlined in Lines 6-10. fine
In addition, let 0P}, =AP}, —> Pl If
5P22t7 > 0, it means that the delivery patten of user ¢ is
optm]faﬁ‘ because there have been no packets to be transmitted
in the PTSs in set 7,°. And the residual PRBs in PTS ¢

max
to be handled in the subsequent process for the remaining users.

max:?

max?

V. SMALL-TIMESCALE RESOURCE ALLOCATION ALGORITHM

In this section, we study how to instantiate the delivery pattern
in each TTI. This instantiation problem is formulated as a PRB
allocation problem to achieve a favorable system performance.
To handle this high dimensional optimization problem, we

Input:
delivery pattern P MxTx2s predicted average
achievable data rates R /.7, PRB consumption D,

PRB consumption limitation ®™*, PTS ¢ __, PTS
set 7;
Output:
delivery pattern P /7y
Lo if @y < @™ then
2 =m0,
3 Calculate AP, - according to Ady;
4: APi%t;;“ax = min{APﬁtznax, ZtETiC z7t}’
50 Py, © ARG
6 while P?,, > 0do
7 t; = max{t\t €T, P!, >0}
8 Py + Pl
9: P1 i < maux{P1 — AP 12t§,,a ,0}
10: APZ.ZH — max{APftl — Py, 0}
11:  end while’ o
12: endif

propose a utility theory based resource allocation algorithm,
which can decouple the interdependency among the allocation
of each PRB. Before detailing the algorithm, we first introduce
the design of utility function.

A. Utility Function Construction

Considering the metrics of SE, delay-QoS and fairness, the
per-PRB utility function U}, (k') for PRB n and sub-slice ¢ of
user % is constructed as

UL, (k) = alein(K))" +b(d!(K)” + e(F1(K)".

1,1
The parameters a, b, c and «v, 3, 7y denote the weight coefficients
of the three sub-functions. The three sub-functions are discussed
in detail as below.

1) e;,(K"): This sub-function aims for high SE while ensur-
ing the scheduling fairness among the users at different locations
in each TTI. The achievable data rate over one PRB is affected
by the distances between the BS and the users, as well as
the multipath effect. Similar to [27], in order to provide the
same priority to the users in different locations in the cell, the
normalized achievable data rate e; ,, (k'), is defined as

Ti’n(k/)
’I"i(k/) ’

5)

ein(k') = (16)
where r; , (k") denotes the achievable data rate over PRB n for
user ¢ in TTI &/, and r;(k’) denotes the the achievable data
rate over all PRBs for user i, i.e., 7i(k') = SN 7 (K). It
can be seen that the impact of the path loss is mitigated by
the normalized achievable data rate e; ,, (k'), hence the fairness
among users with different distances to the BS in a TTI can be
ensured. A higher e; ,, (k') indicates that PRB n is more likely
to be assigned to user .
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2) d}(k'): This sub-function is designed to guarantee delay-
QoS in each TTI. As the delay-QoS requirement of the packets
transmitted in sub-slice 1 is stricter than that of the packets
transmitted in sub-slice 2, the delay of sub-slice 1 has a greater
impact on making a scheduling decision. Here, the form of
Sigmoid function is utilized to characterize the impact of the
delay and the sub-slice type on the delay-QoS metric. The
sub-function d (k) is given as

1
—ra(D¢(k')—Dm)

di (k') = ; (17)

I+e

where Dm{ is the allowable delay bound of sub-slice ¢ for user
i and D] (k) denotes the delay of sub-slice g for user 7 in TTI
k', which is expressed by

Q7 ,(k)mprs
i

D (k') = + DY, (K)Iss o) (18)

7,(k) is the total number of the packets arriving and still

waiting in the buffer until TTI & in PTS ¢. It can be calculated
as Q7 (k) = A7, (0, k) — max{S,(0, k) — Qf, ,(K),0} and
Q;IJH (K)is the queue length at the end of PTS ¢ — 1. D} (K)
denotes the delay at the end of PTS ¢ — 1, and Igs (o) is an
indicator of the impact of the packets arriving in PTSt—1on
the delay, i.e.,

Tea _ 07 Q'Lq,tfl(K) M4, =
51, (0:k) 1,Q?, | (K)—S{,(0,k)> 0.

Additionally, (D} (k") — Dm{) characterizes the degree of ur-
gency to be scheduled for sub-slice ¢ of user 7. The coefficient
k% € (0,1) is utilized to adjust the sensitivity of the function
value to the delay D (k’). In our work, we take k! as 0.2, and
take 12 as 0.1.

3) fI(K'): This sub-function defines a long-term fairness
from the view of approximated weighted load by jointly con-
sidering the numbers of cumulative arrival packets, cumulative
packets served, and the total number of packets to be transmitted
in PTS ¢. We formulate this sub-function as below,

t(Ok

Q7 (k)
L1 - 2251 0,8+ (1 - %Mt (k)
A7,(0,7) |

19)

fl(K) =

where the value of Pi(ft is taken from the reconfigured delivery
pattern. Since the sub-slice with a higher arrival rate requires
higher service capability, the user with more packets served is
given higher priority at the beginning period of the PW. However,
as time goes on, the proportion of the queue length to the
number of cumulative arrival packets becomes an increasingly
important role in the metric of fairness. What is more, for one
considered sub-slice with a specific queue length, the value of
J1(K") becomes higher with the increase of k within a PTS.
In one TTI, for the sub-slices with the same queue length, the
sub-slice with the lower value of Pqt is given a higher priority.

10011

Algorithm 3: Small-Timescale Resource Allocation Algo-
rithm.
Input:
QoS for all sub-slices; queue states and historical
transmission information, delivery pattern P 7. v 2
Output:
PRB allocation map Wy« nx2
Initialize utility function U, (k')
Set ¢, t0 0
repeat
for alln € N do
(1%, ¢") = arg max;e pf geq1,211
L1
end for
for all i € M do
for all 7 € {1,2} do
it S0 ! Fin (K)>QY (K) L then
Set ¢}, and U (k") on the excessive PRBs
with relatively lyow achievable data rates to 0
12: end if
13: end for
14: end for
15: until The constraints in (20c) are all satisfied

Ui (K)}

SN S AU > ey

—_

B. Utility Theory Based Algorithm

Based on the utility function, the priority of the sub-slice to
be scheduled over the PRB can be obtained. Hence, a favorable
system performance can be achieved by allocating each PRB to
the sub-slice with the highest utility function value. To avoid
wasting resources, the optimization problem of PRB allocation
map W can be formulated as below.

M N 2
mg 35S UL, ()0

=1 n=1 g=1

st. of, €{0,1},

Sy, <t

i=1 g=1

(20)
Vi e M,¥n € N,Vq € {1,2} (20a)

Vn e N (20b)

N
> Wl rin(k) < QUK )L, Vi € M,¥q € {1,2} (20¢)
n=I1

The objective of the optimization problem is to find the optimal
PRB allocation map. The indicator variable wﬁ ,, in (20a) repre-
sents whether PRB n is assigned to sub-slice ¢ of user % in TTI
k’. The constraints in (20b) ensure that each PRB is constrained
to be assigned to one sub-slice of one user in a given TTI. The
constraints in (20c) ensure that the number of packets that can be
transmitted does not exceed the number of packets in the queues.
Let \Il arg ma‘X‘I’{Zz 1 Zn 1 Zq 1 (k/)w'?n (20&)
(200)}. Let ¥* represent the optimal solution of the optimization
problem (20). The difference between W and ¥* lies in whether
the constraints in (20c) are considered. From the definition of
\il, it is obvious that less PRBs may be allocated to the sub-slice
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Ilustration of DPR in case 1 (with user 1, user 2, user 3, and user 4 in Table I1I). In Fig. 7(c), <i>z + represents the estimated PRB consumption of user 7 in PTS

t when VoD contents are delivered on demand and <1>q , represents the estimated PRB consumption through sub-slice q of user ¢ in PTS ¢. ®™#* is the number of total
available PRB in one PTS. (a) Long-term channel state variation. (b) Reconfigured delivery patterns for four users. (c) Estimated PRB consumption for four users.

TABLE II
SIMULATION PARAMETER

Parameters Value

BS transmit power 43 dBm

noise power -55 dBm

cell radius 600 m

video flow rate (from MEC server to BS) 20 Mbps

packet size 1000 bytes

allowable delay bound (sub-slice 1) 40 ms

allowable delay bound (sub-slice 2) 1s

maximum user-acceptable DVP 10—4

PW duration 60 s

PTS duration ls

TTI duration 1 ms

abic (g=1) 4:6:5

a; By (@=1) 0.8;0.1;0.1

asbic (g =2) 3:3;3

a; By (g =2) 0.5;0.5;0.5

TABLE III
PARAMETERS FOR USER GENERATION
User Initial Initial Drive User Initial Initial Drive
index distance direction' speed index distance direction! speed

1 177m 1 43km/h 7 256m 1 36km/h
2 17m 1 36km/h 8 133m 1 50km/h
3 400m 1 50km/h 9 510m 1 43km/h
4 576m 1 36km/h 10 410m 1 25km/h
5 19m 0 36km/h 11 445m 1 29km/h
6 290m 1 47km/h 12 450m 1 25km/h

81 The number “1” indicates that the user is driving towards the BS; the number “0”
indicates that the user is driving away from the BS.

with shorter queue length. Naturally, 7 may only make the
constraints in (20c) unsatisfied for a few users’ sub-slices with
much longer queue length. Hence, we propose an iterative algo-
rithm which starts from ¥ and modifies itself according to the
constraints in (20c) in each iteration, until all the constraints are
satisfied. The specific procedure is outlined in Algorithm 3. In
the initialization of utility function matrix U ;. v 2, the utility
function values for sub-slices with empty queues are set directly
to 0. The process to find W is outlined in Lines 4-7. In case of
over allocation, the utility function values on the excessive PRBs
with relatively poor channel states are set to 0, which is outlined
in Lines 8—15. Then repeat the above two processes until there

o
D
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Fig. 8. Performance of SE, delay and fairness.
is no over allocation or there are no packets in the queues of all
the sub-slices.

VI. PERFORMANCE EVALUATIONS

In this section, we evaluate the performance of the proposed
scheme with simulations by comparing with the blind deadline-
based resource allocation (BDRA) scheme proposed in [6].7 All
results are obtained via the MATLAB simulations.

A. Simulation Setup

We consider the cell served by a roadside BS which is con-
nected to the MEC server. In our simulation, the large-scale
channel gain within each PTS remains constant, and it may
change from one PTS to another due to the users’ fast mobility.
Additionally, the trend of the large-scale channel depends on
the users’ moving trajectories. Based on Shannon’s formula, the
average achievable transmission rate is obtained according to
the large-scale channel gain. In this paper, we ignore the impact
of shadow fading on large-scale channel gain. The large-scale

91n order to ensure the identical scenario for both schemes in the comparison,
we assume that the instantaneous data rate in the current TTI is known by BS
scheduler in the BDRA scheme. In addition, we extend the service mechanism
of serving one packet per TTI for one user to allocate the full bandwidth to
a user at a TTI. To make delay requirements in both algorithms the same, we
assume that the packet deadline is the playback time of the frame involving this
packet and the duration of the video segment we focus on to minimize the delay
violation probability is set 1 s, i.e., a PTS.
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Fig. 9. The comparison of the two schemes in case 1. In Fig. 9(a), S;Z +(0, k) represents the number of the cumulative packets of user i through sub-slice g until

PTS t in the predictive two-timescale resource allocation scheme, and S?t (0, k) represents the number of the cumulative packets of user ¢ until PTS ¢ in the BDRA
scheme. (a) Number of cumulative packets served. (b) PRB consumption in each PTS. (c) PRB consumption per user.

channel gain of user i is given as g;(d) = d~!, where d denotes
the distance between the BS and user ¢ and [ denotes the path-loss
exponent, which is taken as 3. In the small scale, we model the
instantaneous date rate over a PRB as a Gaussian distribution
with a variance of 80 [30]. Other simulation parameters are
listed in Table II. The generating parameters of the twelve users
involved in the simulation process are listed in Table III.

B. Simulation Results

Firstly, we take a four-user case (case 1) to demonstrate the
reconfigured delivery pattern found in the DPR algorithm with
the allowable bandwidth bound of 17.1 MHz. The total number
®™a* of the available PRBs in one PTS is 95 000. Fig. 7(a) shows
the variation of the average achievable data rates of the four users
in the PW, where the peak channel gain for each user occurs in
different PTSs. Fig. 7(b) shows the reconfigured delivery pattern,
and Fig. 7(c) shows the estimated PRB consumption per PTS for
both the on-demand delivery pattern and reconfigured delivery
pattern. It can be seen that owing to the DPR, the surplus PRBs
have been utilized at the time when the user is experiencing
good channel states. Take user 1 as an example. When user 1
experiences its good channel gains during the 10th-22nd PTSs,
the BS can transmit the video contents played after the 23 rd PTS
toitin advance through sub-slice 2. In this case, the transmission
of all the VoD contents played in the PW terminates in the 23 rd
PTS. Whereas, for user 4, its peak channel gain occurs at the
end of the PW, as shown in Fig. 7(a). In this case, as most of
VoD contents cannot wait to be transmitted until the end of the
PW, little space is left for DPR to improve SE. As a result, the
transmission of user 4 terminates till the 58th PTS, as shown in
Fig. 7(b). These results indicate that the DPR can improve the
SE more significantly for the users that experience good channel
states earlier within the PW.

Then the delivery pattern is instantiated based on the small-
timescale resource allocation algorithm. Fig. 8 shows the per-
formance of the three metrics considered in the utility function
and the comparison between the two kinds of sub-slices. As
shown in Fig. 8(a), the average SE for sub-slice 2 is almost
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Fig. 10.  Simulation results in case 2 (with user 5, user 6, user 7, and user 8 in
Table III). (a) Long-term channel state variation. (b) PRB consumption per user.

double that for sub-slice 1. The reason lies in that a heavier
weight is given to SE metric in the utility function for sub-slice 2
than that for sub-slice 1. In addition, as shown in Fig. 8(b),
the average delay for sub-slice 1 is significantly less than that
for sub-slice 2. This result is reasonable as the delay metric
is given a heavier weight for sub-slice 1. However, it also
can be seen that the delay-QoS requirements of both kinds
of sub-slices are somewhat over-guaranteed. The reasons are
described as follows. In this paper, the average achievable data
rate is obtained according to the average channel gain, without
considering the benefit of scheduling scheme. For the frequency-
selective wireless channel, a higher average achievable data rate
can be achieved through a well-designed scheduling scheme.
Moreover, we utilize the reciprocal of cumulative variance of
fairness sub-function values in each TTI within a PTS as the
fairness index. From Fig. 8(c), we can see that the performance
of fairness is similar despite the large difference in average delay.

In Fig. 9 we compare our resource allocation scheme with
the BDRA scheme from three perspectives. Fig. 9(a) presents
the curves of the cumulative number of packets served for each
user. In the BDRA scheme, the BS will transmit subsequent
video contents to the users with equal probability whenever there
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Fig. 11.
user. (c) Reconfigured delivery patterns for four users.

remain surplus PRBs after ensuring smooth video playback.
Whereas, in our scheme, the BS will allocate the surplus PRBs to
a well-chosen user with good channel gain experienced within
the PW. Fig. 9(b) shows the PRB consumption per PTS. As
seen in Fig. 9(b), the transmission process in the BDRA scheme
terminates earlier than that in our scheme. However, the massive
blind advance transmissions make the total PRB consumption
in the BDRA scheme is much more than that in our scheme.
Fig. 9(c) shows the total PRB consumption per user. From
Fig. 9(c), all the users in our scheme consume fewer resources
than those in the BDRA scheme. In particular, the benefit of
our scheme is greatest for user 4. This is because our scheme
can take full advantage of the good channel states of user 4 for
transmissions, while the BDRA scheme can not.

To analyze the effect of user trajectory on the performance,
we consider two other four-user cases shown in Fig. 10(a) and
Fig. 11(a), which are labeled as case 2 and case 3, respectively.
As can be seen in Fig. 10(b) and Fig. 11(b), for each user in both
cases, the total PRB consumption in our scheme is less than
that in the BDRA scheme. Furthermore, the superiority of our
scheme is most significant for user 8 in case 2. This is because
that the time of the best channel gain occurring of the user 8
is extremely different from those of other users. This means
that few users contend for the surplus PRBs with user 8§ for the
transmission in advance. Consequently, more surplus PRBs can
be allocated to user 8, and more video contents of user 8 can be
transmitted with high SE. For the same reason, user 9 in case 3
makes the greatest contribution to system SE in our scheme.
Additionally, it can be seen in Fig. 11(c) that no modification
is made to the initial delivery pattern of user 12 in our scheme.
However, even in this case, our scheme is still superior to the
BDRA scheme in terms of saving PRBs for user 12, as shown
in Fig. 11(b).

To analyze the effect of the number of users on the per-
formance, we consider two other cases with eight and twelve
users, labeled as case 4 and case 5 respectively. The allowable
bandwidth bounds in the two cases are set to 34.2 MHz and
51.3 MHz. Fig. 12 shows the total PRB consumption and the
average SE in the whole PW in case 1, case 4 and case 5. The
PRB consumption of each user in case 5 is shown in Fig. 13.
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and case 5 (with twelve users in the Table III). (a) Total PRB consumption.
(b) Average SE.
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Fig. 13.  PRB consumption per user in case 5.

Comparing Fig. 9(c) and Fig. 13, we can see that for the first three
users, the gap of PRB consumption between the two schemes
becomes larger as the number of users increases. This demon-
strates that larger system bandwidth provides more potential for
our scheme to improve SE. Besides, among all the users, user 5
is an exception, who consumes more PRBs in our scheme than
in the BDRA scheme. This results from the fact that user 5’s
channel gain peaks at the beginning of the PW. In this case,
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SE.

the more video contents of user 5 are transmitted in advance, the
more resources are saved. But the massive advance transmission
for user 5 leaves other users with less resource share in their PTSs
with good channel gain. In addition, in view of the overall system
via Fig. 12, the difference in total PRB consumption between the
two schemes becomes increasingly significant with the increase
of the number of the users. Whereas, the gain of the average SE
is largest when M = 8, which indicates that there may exist the
optimum number of users to maximize the SE, which we will
study in the future.

Fig. 14 shows the PRB consumption per user in a six-user case
(case 6) within different allowable bandwidth bounds. As shown
in Fig. 14, the PRB consumption of the first three users decreases
gradually with the relaxation of the allowable bandwidth bound.
This is because that the increased number of available PRBs
allows more video contents of the three users to be transmitted
in advance in good channel states. Whereas, for user 4, user 9
and user 12, the PRB consumption of these users seems to be
the same for different bandwidth bounds in our scheme, and
increases slightly along with the relaxation of bandwidth bound
in the BDRA scheme. This is also reasonable. For user 4, user 9
and user 12, their peak channel gains all occur near the end of the
PW, which forces most of the video contents to be transmitted
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in the poorer channel states. In this sense, their optimum deliv-
ery pattern (i.e., all subsequent video contents are transmitted
within the user’s peak-channel-gain PTS) can be achieved under
a relative strict allowable bandwidth bound. Hence, the PRB
consumption of the last three users in our scheme shows no
apparent changes. Whereas, in the BDRA scheme, the BS does
not know the long-term channel states. Naturally, more packets
can be transmitted in advance when the bandwidth bound is
looser.As a result, more PRBs are consumed by the last three
users in the BDRA scheme. Furthermore, from the view of total
PRB consumption of the users as shown in Fig. 15, we can see
that our scheme will present better performance in terms of both
the PRB consumption and the average SE. In other words, our
scheme is more effective in improving SE in moderate and low
load system.

VII. CONCLUSION

In this paper, we proposed a two-timescale resource allocation
scheme for VoD services in fast moving scenarios. In the large
timescale, we put forward a BDA-aided DPR algorithm, which
leverages the non-realtime nature of VoD and provides a new
way to enhance the smoothness of video playback without
sacrificing video frame quality. Meanwhile, we proposed a
martingales-based resource estimation method on the time scale
of PTSs for the VoD flows with different delay-QoS require-
ments. Furthermore, the VoD slice was divided into two logical
sub-slices to serve the two kinds of packets delivered on time and
in advance. In the small timescale, the PRB allocation problem
for the sub-slices in each TTI was formulated as a binary integer
programming problem based on the utility theory, and solved by
an iterative algorithm. In the future, we will further investigate
how to combine our scheme with the DASH architecture to
avoid frequent video-quality level switching when system load
is relatively high.

APPENDIX A
THEOREM 1

0 is defined as (5). From (2), we have
Pr{D(j) = Dm}

<Pr{max {A(Dm, j) — 5(0,7)} 20}
j>Dm
{max {A(Dm, j) - 5(0, j)
J> m
Dm) (Ks — Ks)} > 0}
<Pr {max {A(Dm,j)— (j — D"*) Ka (21)
j>Dm
+ jKs—5(0,5)} > DmKs} . (22)
For one data stream, construct a process as follows:
M (k) = ha(a(j))
x hs(s(j))elAPmI)=(i-DmKatjks=50.)} — (23)
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If the arrival process and service process of the data stream
at the queue maintained in the BS admit the arrival-martingale

and service-martingale, then we have
M(j) = Ma(j)Ms(j). (24)

If the arrival process and service process are statistically inde-
pendent, then we have

E[M(j+1)[M(1),...,M(j)]
=E[Ma(j + 1)Ms(j + 1) |M(1),...,M(35)]
= KaE [Ma(j + 1) [Ma(1), ..., Ma(j)]

x E[Ms(j + 1) [Ms(1),
< Ma(j)Ms(j)
= M(j).

, MS(J')]

(25)

So the process M(j) is a supermartingales. Define the stop-

ping time j° as the first time when A(Dm, j) — (5 — Dm)Ka +
jKs — S(0, ) exceeds DmKs. Then we have
3% = min{j : A(Dm,j) — (j — Dm)Ka
+ jKs— 5(0,5) > DmKs}. (26)

Note that it is possible that j= oo and Pr{max;>pm
{A(Dm,j) - (j — Dm)Ks + jKs — S(0,5)} >DmKs}. De-
fine ;% A j = min{;°, j} for j > 0. According to the optional
stopping theorem, we have

E[M(0)] > E [M(5")j0<;]
= E[ha(a(j")) hs (s (k) ”™ L]
> HePmKs py {jo <j}
> HeP™ e pr {0 < oo}, 27

where 1, denotes the indicator function. If the event y is true,
l, = 1; otherwise, 1, = 0.
Because E[M (0)] = E[ha(a(0))]E[hs(s(0))], from (22), we
have
Pr {D(j) > Dm} < Pr{;° < oo}

< Elha(a(0)IE[hs (s(0))] -oksom
H

(28)
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